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Abstract
Local-order-invariant (first-order) logic is an extension of first-order logic where formulae have access
to a ternary local order relation on the Gaifman graph, provided that the truth value does not
depend on the specific order relation chosen. Weinstein asked a number of questions about the
expressive power of order-invariant and local-order-invariant logics on classes of finite structures
of bounded degree, classes of finite structures in general, and classes of locally finite structures.
We answer four of his five questions, including showing that local-order-invariant logic collapses to
first-order logic on classes of bounded degree. We also investigate epsilon-invariant logic. We show
that epsilon-invariant logic collapses to first-order logic on classes of bounded degree by containing it
in local-order-invariant logic in this setting, and we give an upper bound for epsilon-invariant logic
in terms of local-order-invariant logic on general finite structures. Finally, in the process of proving
these theorems, we demonstrate some principles which suggest further directions for showing upper
bounds on invariant logics, including an upper bound on epsilon-invariant logic in general.
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1 Introduction

Finite model theory is the study of the descriptions of finite structures, or databases, in
formal languages. Generally, questions of concern are about the expressivity or computational
complexity of these languages. These languages are known to capture various aspects of
computation, such as the seminal result of Fagin [10] equating the queries in NP to those
expressible in existential second-order logic.

In standard logics like first-order logic, fixed-point and transitive closure logics, or the
aforementioned existential second-order logic, one can only refer to the relations of the model
itself—the semantics. One might wish, though, to be able to reference predicates not in the
vocabulary of the input databases, such as the order in which the elements of the database are
stored, or the successor relation corresponding to that order. A logic must treat isomorphic
structures in the same way; to make this use of orderings or successors meaningful, we must
say that the query must return the same answer regardless of ordering. The queries which
reference orderings but for which changing the ordering does not change the truth value are
called order-invariant.

From here, when we discussion invariant logics, we will specifically refer to invariant
first-order logic (as opposed to, for instance, fixed-point logic). By the result of classical
model theory known as the Craig Interpolation Theorem, any query defined over arbitrary
(possibly infinite) structures which is invariant in this way must be first-order definable.
However, the Interpolation Theorem fails in the finite, and this collapse does not occur in
the finite either. Thus, there has been a research program investigating the expressivity
and computational complexity of such invariant logics on finite structures, of which we
will describe the most relevant strands. One strand of investigation has been into finding
examples which separate various invariant logics from first-order logic [23, 24]. A second has
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been into computational and descriptive complexity of invariant logics [6, 9, 25]. A third
has been into demonstrating collapse in specific instances, such as for successor-invariant
logic on classes of bounded degree [13] or for order-invariant logic on trees, strings, and
hollow trees [5, 15]. A final one has been into attempting to apply more general techniques of
finite and classical model theory to these logics, such as methods using types [4] and locality
[16, 18, 22].

A specific logic of interest for databases is epsilon-invariant logic, based on Hilbert’s
epsilon calculus [20] of classical model theory, as discussed in [23]. This is where, for each
first-order formula φ(x⃗, y) and tuple a⃗, we choose a specific element b of the universe such
that φ(⃗a, b) holds and fix that, referring to this chosen element in formulae by a term ϵy(x⃗, y).
This is of interest in databases because it is in fact equal in expressiveness to the frozen-
witness-invariant logic FO[witness]+ discussed in [2, 3]. Another logic of interest, whose
relationship with prior work is instead primarily through locality, is local-order-invariant
logic. A local order on a simple graph is a ternary relation ⪯ (x, y, z) such that when x

is fixed, ⪯ (x, y, z) orders the neighbors of x. Such local orders have been mentioned in
finite model theory before, such as in [5, 7], but as a basis for an invariant logic were first
introduced in [22]. This notion can be easily generalized to arbitrary finite structures by
considering instead the Gaifman graph of the structure.

Our contribution:

1. In Section 3, we bound local-order-invariant logic on classes of bounded degree, following
in the direction of [13] and answering a question of [22]. In Section 4, answering all but one
of the remaining questions of Weinstein in [8], we show that both order- and local-order-
invariant logics do not collapse to first-order logic on arbitrary finite or arbitrary locally
finite structures. We also show that in many cases of concern, classes with Gaifman graphs
of bounded diameter, local-order-invariant logic is just as expressive as order-invariant
logic. In Section 5, we bound epsilon-invariant logic by local-order-invariant logic on
classes of bounded degree, demonstrating that it collapses to first-order logic on such
classes.

2. We believe that this is the first use of Hanf threshold locality to upper bound invariant
logics. Previous upper bound results have followed from actually constructing the
invariant structure, such as the explicit construction of a successor in [13] or of orderings
in [5, 14]. Ours, however, make use of locality theorems in [22] which have not been
applied concretely until now. We also introduce a method to decompose an invariant
logic into simpler ones, applying this to epsilon-invariant logic and indicating that similar
decompositions could hold for other invariant logics.

2 Preliminaries

From here, σ will be a finite relational vocabulary. We denote by Fσ the finite σ structures.
For A ∈ Fσ and B ⊆ A, we use the notation A ↾ B to denote the restriction of A to B; i.e.,
the substructure of A with underlying set B such that for a tuple v⃗ of elements of B and
R ∈ σ, R(v⃗) in A ↾ B if and only if R(v⃗) in A. If ρ ⊇ σ is a relational vocabulary and A is a
ρ structure, we denote by A ↾σ the reduct of A to σ, i.e., A with only the relations of σ.

▶ Definition 1. Let A be a σ structure. We define the Gaifman graph of A, denoted G(A),
such that the vertices of G(A) are the elements of A, and there are edges between two vertices
a, a′ ∈ A if and only if there exists an n-ary relation R ∈ σ and an n-tuple v⃗ of elements of
A such that R(v⃗) in A. We now define the following topological notions via this graph.
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1. For a, a′ in A, we say that δA(a, a′) = n if the minimum length of a path from a to a′ in
G(A) is n. (This is the standard distance metric on a graph, and is a metric in the usual
sense.)

2. For a in A and r ≥ 0, BA
r (a) denotes the set {a′ ∈ A : δA(a, a′) ≤ r}, and is called the

ball of radius r around a in A. We call SA
r , which denotes the set BA

r (a) \BA
r−1(a) when

r ≥ 1 and {a} when r = 0, the sphere of radius r around a in A.
3. For a in A and r ≥ 0, we denote by NA

r (a) the σ ∪ {c} structure A ↾ BA
r (a) with c a

constant symbol which is equal to a. We call this the neighborhood of a of radius r in A.
(This is distinct from the ball of radius r in that the ball is only the underlying set, while
the neighborhood inherits the σ structure of A, and also distinguishes a via c.) We say
that the r-neighborhood type of a, denoted tpA

r (a), is the class {B ∈ Fσ : B ∼= NA
r (a)},

i.e., the class of σ structures isomorphic to it.

The Gaifman graph is an important object of study because it lets us define notions
of locality. Locality theorems tell us that it is enough to look at the neighborhoods of the
points of a structure to determine first-order properties of the points and the structure. This
is partially encapsulated in the following definition and theorem:

▶ Definition 2. Let r, t ∈ ω. We say that A and B in Fσ are Hanf threshold r, t-equivalent,
denoted A ≈r,t B, if min(|{a ∈ A : tpA

r (a) = τ}|, t) = min(|{b ∈ B : tpB
r (b) = τ}|, t) for every

isomorphism type τ of r neighborhoods in σ. We say that J ⊆ Fσ is Hanf r, t-threshold local
if A ≈r,t B implies that A ∈ J ⇔ B ∈ J.

We say that a query J ⊆ Fσ is elementary if it is exactly the models of some first-order
formula φ in the language of σ. We have the following theorem, originally proved by Hanf
for infinite models in [17] and later for finite models by Fagin, Stockmeyer, and Vardi in [11]:

▶ Theorem 3 (Fagin-Stockmeyer-Vardi). Every elementary query on Fσ is Hanf r, t-threshold
local for some r, t.

Locality results tend not to extend to other logics, as sufficiently powerful ones including
monadic second-order logic (MSO) or first-order logic augmented with a transitive closure
operator (FO(TC)) can see past the neighborhood of a point. However, the following several
definitions will be used to introduce a class of logics which do satisfy the Hanf threshold
locality theorem above. Specifically, we will use the framework of [22] to introduce the
notions of invariant logics.

▶ Definition 4. Let K be a subset of Fσ, R a relation symbol of some arity, and P a subset
of Fσ∪{R}.
1. For A′ ∈ Fσ∪{R} and A ∈ Fσ, we write A′PA if A′ ∈ P and A′ ↾σ= A (where A′ ↾σ

denotes the reduct of A′ to σ).
2. We say that P is an R-presentation scheme for K if for every A in K, there exists A′ ∈ P

such that A′PA.
3. We say that P is an elementary R-presentation scheme for K if it is a first-order definable

subset of {A′ ∈ Fσ∪{R} : A′ ↾σ∈ K}.

The first example of presentation schemes to be studied, albeit not in those terms, was
order-invariant logic, in which R is binary and a linear order on A. This is, notably, an
elementary presentation scheme. Other prevalent examples are traversal-invariant logic,
which is when R is binary relation on specifically a simple graph and a graph-theoretic
traversal, and successor-invariant logic, when R is binary and a successor relation on a
structure corresponding to some linear ordering. The former is elementary, while the latter
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is not. Each of these have been shown to be strictly stronger in terms of expressive power
than first-order logic. The following will be most central to us in this article:

▶ Definition 5. A ternary relation ⪯ (x, y, z) is a local order on a simple graph G if for
fixed a ∈ G, ⪯a (y, z) ≡⪯ (a, y, z) orders the G-neighbors of A.

As we will see later, this is an elementary presentation scheme. Local orders have some
other properties which will be necessary for us to apply theorems of [22], such as the following
two:

▶ Definition 6. Let P be an R-presentation scheme on K ⊆ Fσ. We say that P is neighborhood
bounded if there exists rP such that for every A′ in P and every a in A′, we have BA′

1 (a) ⊆
BA′↾σ
rP

(a).

▶ Definition 7. Let P be an R-presentation scheme on K ⊆ Fσ, with K closed under
substructures. We say that P is local if for every A ∈ K and every disjoint B,C ⊆ A, the
following conditions hold, where we denote B = A ↾ B and C = A ↾ C.
(1) For every A′ ∈ P such that A′PA, we have (A′ ↾ B)PB.
(2) For every B′, C′ ∈ P such that B′PB and C′PC, there exists A′ ∈ P such that A′PA,

(A′ ↾ B) = B′, and (A′ ↾ C) = C′.

Condition (1) is called localization, and Condition (2) is called disjoint local amalgamation,
but the particulars of these will be important only for one lemma each. Finally, we introduce
the actual notion of invariant definability.

▶ Definition 8. Let P be an R-presentation scheme for a class K ⊆ Fσ.
1. A first-order sentence φ in the language of σ ∪ {R} is P-invariant over K if and only if

for every A ∈ K, (∃A′ ∈ P)(A′PA ∧ A′ |= φ) ⇔ (∀A′ ∈ P)(A′PA → A′ |= φ).
2. J ⊆ K is P-invariant elementary on K if and only if there exists a first-order sentence

φ which is P-invariant on K such that for all A ∈ K, A ∈ J if and only if (∃A′ ∈
P)(A′PA ∧ A′ |= φ).

3 Collapse of Local-Order-Invariant Logic

In this section, we introduce the notion of a local order on an arbitrary structure of vocabulary
σ, show that the presentation scheme for local orders is local and neighborhood-bounded,
prove via a theorem of [22] that local-order-invariant elementary queries are Hanf r, t-threshold
local for some r, t ∈ ω, and conclude by demonstrating that Hanf r, t-threshold local Boolean
queries on classes of bounded degree are elementary.

We begin with said definition of arbitrary local orders.

▶ Definition 9. A ternary relation ⪯ (x, y, z) is said to be a local order on A ∈ Fσ if when x

is fixed, ⪯ linearly orders the neighbors of x in G(A). We define the ⪯-presentation scheme
O, where ⪯ is ternary, as the class of structures (A,⪯) where A is in Fσ and ⪯ is a local
order on A. We define the ≤-presentation scheme L as the class of structures of the form
(A,≤) where ≤ is a linear order on A.

It is well-known and clear that L is elementary, as was remarked earlier. We mention the
existence of the following family of formulae φLO,ψ(R, y), where ψ(x⃗, y) is first-order and R

is binary, which says that R is a linear order on the substructure A ↾ {a ∈ A : ψ(x⃗, a) in A}
for every x⃗. The full first-order definition is left for Appendix A.

With that out of the way, we introduce the theorem of [22] we seek to apply.
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▶ Theorem 10 (Lindell-Towsner-Weinstein). Let Fdσ denote the class of elements of Fσ with
Gaifman graphs of degree at most d. Let P be a local, neighborhood-bounded elementary
R-presentation scheme for Fdσ. If J ⊆ Fdσ is an elementary P-invariant Boolean query on Fdσ,
then there exist r, t ∈ ω such that J is Hanf r, t-threshold local.

Our approach now is simply to show that O is elementary, local, and neighborhood-
bounded, after which showing that Hanf r, t-threshold local queries on Fdσ are elementary is
sufficient to prove our main theorem. The proofs for these lemmas are below.

We show elementarity, locality, and neighborhood-boundedness for Fσ instead of Fdσ as
this requires no extra effort, is stronger, and will be used in Section 5.

▶ Lemma 11. The class O ⊆ Fσ∪{⪯} of pairs (A,⪯) such that ⪯ is a local order on A is an
elementary ⪯-presentation scheme for Fσ.

Proof. The approach is fairly clear: we construct a formula of the form βr(x, y) for every r
such that for fixed x, βr(x, y) holds if and only if y ∈ BA

r (x); from there, we can say that
⪯ (x, y, z) is false when y and z are not both in SA

1 (x) and defines a linear ordering otherwise.
The technical details are done in Appendix A, but we will give an overview. To set up, we
define the edge relationship of G(A) in a formula η(x, y), inductively define βr(x, y) from
βr−1(x, y), and define a formula ϕr(x, y) which says that y is in SA

r (x). These are done in
more generality here than strictly necessary for this lemma because the definability of balls
and spheres will be useful frequently. Finally, we simply write out a sentence which says that
1. ⪯ (x, y, z) is restricted to elements satisfying ϕ1(x, y), and
2. ⪯ (x, y, z) restricted to SA

1 (x) is a linear ordering, using the φLO,ψ(R, x) mentioned
above.

■

▶ Lemma 12. O, as defined previously, is a local and neighborhood-bounded ⪯-presentation
scheme on Fσ.

Proof. We first address Condition (1), locality. For any A, A′ such that A′OA, and B ⊆ A,
the ⪯ relation of A′ is a local order when restricted to B if and only if for fixed x, φLO,ϕ1(⪯, x)
holds in A′ ↾ B. A linear order on a set is also a linear order on a subset, so this is true. As
for Condition (2), disjoint local amalgamation, taking B, C, B′, and C′, we can construct the
amalgamation A′ as follows: Take any local order ≺ on A (of course, at least one exists), and
then for any x in B or C, say that ⪯ (x, y, z) if and only if ⪯ (x, y, z) in B′ or C′ respectively.
Neighborhood-boundedness is definitional, as O(x, y, z) holding implies that no two of x, y,
and z have distance greater than 2 in G(A). ■

▶ Lemma 13. Let J be a boolean query on Fdσ. Then J is Hanf r, t-threshold local if and only
if it is elementary.

Proof. Informally, we wish to exploit the fact that each Hanf r, t-threshold local equivalence
class is definable, and then use the fact that there are finitely many of these. Let J ⊆ Fdσ
be r, t-threshold local. It is known that for any structure A ∈ Fσ, there is a formula φA
such that for B ∈ Fσ, B |= φA if and only if B ∼= A [21]. Because the relation x ∈ BA

r (y) is
definable in A, there is similarly a formula φτ for every r-neighborhood type τ such that
(A, x) |= φτ if and only if tpA

r = τ . Because of the degree-boundedness of elements of Fdσ,
there is g : ω2 → ω such that NA

r (a) has cardinality at most g(d, r). There are finitely
many pointed σ structures of cardinality g(d, r) up to isomorphism, so there is n : ω2 → ω

such that the isomorphism types of r-neighborhoods in elements of Fdσ can be enumerated
τ1, . . . τn(d,r).
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For every A ∈ Fdσ, we define the tuple cr,t(A) ∈ {0, . . . t}n(d,r) as cr,t(A)i = min(|{a ∈
A : tpA

r (a) = τ}|, t). By Hanf r, t-threshold locality, for A,B ∈ Fdσ, cr,t(A) = cr,t(B) implies
A ∈ J ⇔ B ∈ J. Denote by Tm⃗,r,t the set {A ∈ Fdσ : cr,t(A) = m⃗}. We know that for every
m⃗, Tm⃗ ⊆ J or Tm⃗ ∩ J = ∅. Let TJ denote {m⃗ : Tm⃗⊆J}. We can define φi,τ which for i ⪇ t

says that there are exactly i elements of A satisfying φτ , and for i = t says that there are at
least t elements of As satisfying φτ . The following formula defines J:

θJ =
∨

m⃗∈TJ

∧
j≤t

k≤n(d,r)

φmj ,τk
.

■

Putting these puzzle pieces together is not very difficult, yielding the main theorem of
the section:

▶ Theorem 14. Every elementary O-invariant Boolean query on Fdσ is first-order definable.

Proof. By Lemma 11 and Lemma 12, we know that Theorem 10 applies when P = O.
This tells us that elementary O-invariant Boolean queries on Fdσ are Hanf-local. Finally, by
Lemma 13, we conclude that elementary O-invariant Boolean queries on Fdσ are first-order
definable. ■

In fact, this generalizes to queries on any subclass of Fdσ, and we will sometimes use this
full generality later.

4 Interesting Corollaries

In [8], Weinstein asked a number of questions about invariant definability on various classes
of structures, including certain infinite ones. We let Kσ be the structures of any cardinality
with vocabulary σ. We say that A ∈ Kσ is locally finite if for every a ∈ A, BA

r (a) is finite.
Let K<ωσ ⊆ Kσ denote the class of locally finite σ structures. Weinstein’s questions were the
following:

Let P be one of O and L, and let K be one of Fσ,F
d
σ,K

<ω
σ . Is every P-invariant

elementary Boolean query on K elementary on K?

As Weinstein noted, the answer is known when P = L and K = Fσ: L-invariant elementary
Boolean queries are strictly more expressive than elementary ones when σ contains at least
one relation of arity at least 2 [1], and is not more expressive when σ contains only unary
relations. The rest of Weinstein’s questions have previously been unanswered. In the previous
section we resolved the case P = O and K = Fdσ. The remaining four cases will be resolved in
this section. We begin with a lemma which (along with its variants) will be used throughout
the rest of the article.

▶ Lemma 15. Let P and P′ be R- and S-presentation schemes on K ⊆ Fσ respectively. If
there exist first-order formulae φ(x⃗, y⃗) and φ′(x⃗) in the language of σ ∪ {R} with the length
of y⃗ the same as the arity of S such that for every A in K, A′ in P such that A′PA, and
tuple a⃗ of elements of A of the same length as x⃗ such that φ′(⃗a) holds in A′, φ(⃗a, y⃗) defines
a relation Sφ on A such that (A, Sφ)P′A, then every P′-invariant elementary Boolean query
over K is a P-invariant elementary Boolean query over K.
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Proof. Roughly what we wish to do is take any P′-invariant sentence θ in the language
of σ ∪ {R} and replace the occurrences of R(x⃗) with φ(x⃗, y⃗). Because φ(x⃗, y⃗) defines a P′

structure on every A, then A′ ∈ P will model this modified sentence if and only if A′ ↾σ is in
the invariant query which θ defines. The full construction of this modified version of θ is
shown in Appendix B. ■

If P′ is additionally elementary, then we only need that there exists a tuple a⃗ such that
the relation φ(⃗a, y⃗) induces a P′ presentation of A.

▶ Corollary 16. If P and P′ are R-presentation schemes on K ⊆ Fσ such that P ⊆ P′, then
every P′-invariant Boolean query is a P-invariant Boolean query.

Lemma 15 shows, in particular, that for any P′ and P satisfying the hypotheses where P
is a presentation scheme which adds nothing to the structures (e.g., one in which R(x⃗) is
always false), then every P′-invariant elementary Boolean query on K is elementary. We now
detail several applications of this lemma.

▶ Example 17. Our first application is one that has been documented several times. Define a
circular successor relation on a structure A to be the graph of a permutation of the elements
of A with a single orbit. Define a linear successor relation to be a successor relation induced
by some linear order on A. Denote by S1 the class of structures of the form (A, S1) with A
an element of Fσ and S1 a circular successor on A, and by S′ denote the class defined in the
same way except with S′S a linear successor on A. Note that neither of these are elementary
presentation schemes. We claim that the S1-invariant elementary queries are exactly the
S′-invariant elementary queries, which we prove by defining each in terms of the other and
applying Lemma 15. First, for any element a of A ∈ Fσ and any circular successor S1 on A,
the formula

φ1(a, x, y) ≡ y ̸= a ∧ S1(x, y))

defines a linear successor, as it is simply taking out the relationship S1(a′, a) where a′ is the
S1 predecessor of a. Similarly, for any A with linear successor S′, and for any tuple (a, a′)
satisfying

φ′
2(a, a′) ≡ (∀x)¬S′(a, x) ∧ ¬S′(x, a)

(which says that a is the minimum element of the corresponding linear order and a′ is the
maximum one), the following formula defines a circular successor:

φ2(a, a′, x, y) ≡ (x = a′ ∧ y = a) ∨ S′(x, y).

This works because we are simply adding the same relationship we removed in φ1.

▶ Example 18. Another class which has been considered is S, the S-presentations for which
S is the graph of a permutation (as opposed to one with specifically one orbit). In any
structure, the formula

φ(x, y) ≡ x = x

defines a permutation (the identity). Thus, by Lemma 15, the S-invariant elementary queries
are elementary.
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▶ Example 19. We now come to an example which has not been stated before, but which
has been mentioned. Let Sk be the class of Sk presentations of the form (A, Sk), where Sk
is a permutation of A with at most k orbits. Let D be the class of D-presentations where
D is a permutation without fixed points. Note that D is elementary and Sk is not. Then
every D-invariant elementary boolean query is Sk-invariant elementary. We leave the full
constructions of the relevant formulae for item B, but suffice it to say that if every point is a
fixed point of Sk, then we create a cycle out of them, and otherwise, we take some non-fixed
point b, its successor b′, and insert each of the fixed points into the same cycle as b between
b and b′.

The following definition will be used to establish a result about the relationships between
the expressive powers of O-invariant elementary and L-invariant elementary Boolean queries
on classes not of bounded degree. In fact, we are roughly defining the opposite of classes of
bounded degree:

▶ Definition 20. We say that a class K ⊆ Fσ is of bounded diameter if there exists natural d
such that for every A in K, G(A) has, as a graph, diameter at most d.

We note, in fact, that every known separating example for invariant logics (contained in
order-invariant logic) is of bounded diameter. This includes that of Gurevich separating order-
invariant logic from first-order logic in [1], that of Otto separating epsilon-invariant logic in
[23], and those of Rossman separating successor-invariant logic and first-order logic, successor-
invariant and epsilon-invariant logic, and successor-invariant and order-invariant logic in [24].
We show that a similar separating example cannot be used to separate order-invariant logic
from order-invariant logic in this lemma:

▶ Lemma 21. If K ⊆ Fσ is of bounded diameter, then for every J ⊆ K, J is a L-invariant
elementary Boolean query if and only if it is an O-invariant elementary Boolean query.

Proof. We proceed so as to use Lemma 15 for both directions. That is, we will define a local
order from an arbitrary linear order, and we will define with parameters a linear order from
an arbitrary local order.

(⇒) This direction is simpler. Consider the following formula in the language σ ∪ {≤}:

φ⪯(x, y, z) ≡ η(x, y) ∧ η(x, z) ∧ y ≤ z.

This says, roughly, that y and z are neighbors of x and that y precedes z in the linear
ordering. By similar logic to the proof of Lemma 12, the restriction of a linear ordering
to the neighbors of a point yields a linear ordering on the neighbors of the point, so this
defines a local ordering on A ∈ Fσ for any A′ = (A,≤) in L. Thus, Lemma 15 gives us
the first implication.

(⇐) We will define inductively, using a local ordering, a linear ordering on BA
r (x) for every

x. Define the formula λ1(x, y, z) ≡ (x = y ∧ β1(z))∨ ⪯ (x, y, z), which will be our
ordering of radius 1. We will now define, from an ordering λ(x, y, z) of BA

r (x), an ordering
λr+1(x, y, z) of BA

r+1(x). First, we make BA
r (x) an initial segment of λr + 1. Second,

we define a preorder λ′
r+1(x, y, z) on SA

r (x) by ordering based on the least elements
(with respect to λr) of BA

r (x) that y and z are connected to in G(A) respectively. The
equivalence relation corresponding to this preorder is being connected to the same least
element. If for y and z this least element is b, then we order y and z in λr+1(x, y, z) via
λ1(b, y, z). Finally, we place this ordered SA

r+1(x) entirely after the initial segment BA
r (x)

from earlier.
The full first-order definitions of these are in item B, but once they are established, we
apply Lemma 15.
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■

Below we describe the specific separating example of L-invariant elementary definability
from elementary definability on arbitrary structures, due to Gurevich but first published in
[1].

▶ Theorem 22 (Gurevich). Let σBA denote the vocabulary ⟨⊆⟩, the vocabulary of Boolean
algebras. Let J2 be the Boolean query consisting of elements of FσBA

which satisfy the axioms
of a Boolean algebra and have an even number of atoms. Then J2 is L-invariant elementary
but not elementary on FσBA

.

This separating example and our lemma about local-order-invariance on classes of bounded
diameter answer three of Weinstein’s remaining questions. The next theorem is the case
P = O and K = Fσ. Weinstein notes that there may be a difference between the K = Fσ and
K = Fdσ cases, and indeed, there is:

▶ Theorem 23. There exists a vocabulary σ and an O-invariant elementary Boolean query
J on Fσ which is not elementary.

Proof. Let KBA ⊆ FσBA
be the collection of finite Boolean algebras. It is well-known that

there is a first-order sentence in the language of σBA which defines KBA. Let us call this
sentence φBA. If there were to exist some first-order sentence φ2 in the language of σBA
which defined J2 as a Boolean query on KBA, then the sentence φBA ∧ φ2 would define J2
on FσBA

, which is impossible by Theorem 22.
On the other hand, Theorem 22 also tells us that J2 is L-invariant elementary as a

subset of FσBA
. Thus, it is definable by some sentence φ′

2 in the language of σBA ∪ {≤}
as a subset of FσBA

, and in particular as a subset of KBA. The maximum diameter of a
Boolean algebra’s Gaifman graph is of course 2 (because every element has an edge to ⊤,
the maximal element, and ⊥, the minimal one), so by Lemma 21, φ′

2 is expressible on KBA
also as a local-order-invariant sentence in the language of σBA ∪ {⪯}. Finally, we define the
sentence φBA ∧ φ′

2, which witnesses the O-invariant elementarity of J2 as a subset of FσBA
.

This completes the proof. ■

Note that all of the definitions of Section 2 (and about Gaifman graphs in general) can
have F<ωσ replaced by the class K<ωσ of arbitrary (as opposed to finite) σ structures. In the
next several results, we will consider these modified definitions instead.

Our next theorem is the case P = O and K = K<ωσ .

▶ Theorem 24. There exists a vocabulary σ and an O-invariant elementary Boolean query
on K<ωσ which is not elementary.

Proof. The key observation here is that the only locally finite Boolean algebras are the
finite ones, because (again) every element has an edge in the Gaifman graph to ⊤ and ⊥.
Therefore, the argument of Theorem 23 goes ahead almost identically: φBA ∧ φ′

2 referenced
in the proof defines precisely the same class when applied to FσBA

and K<ωσBA
, and the same

issues with the existence of φ2 occur. ■

The final question we answer is a corollary of the previous, which is P = O and K = K<ωσ .

▶ Corollary 25. There exists a vocabulary σ and an L-invariant elementary Boolean query
on K<ωσ which is not elementary.
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Proof. By the obvious variant of Lemma 15 in which Fσ is replaced by K<ωσ , every O-
invariant elementary Boolean query on K<ωσ is L-invariant elementary, from which the
corollary follows. ■

For every one of these separating results, the extant vocabulary σ contains only one
binary relation. Thus, we can instead say that for any vocabulary σ with at least one binary
relation, there is a P-invariant elementary Boolean query J on Fσ which is not elementary.
One can naturally extend this to the case where there is at least one relation of arity at least
2, but this leaves open the question of what occurs when every relation is unary.

▶ Remark 26. As it turns out, order- and local-order-invariant logic are not stronger than
first-order logic in this unary case. We sketch the argument below.

Let σ = ⟨U1, . . . Un⟩ be a vocabulary with only unary relations. We show that for every
k, there exists a k′ such that if A and B are equivalent with respect to FO[k′] sentences,
denoted A ≡k′ B, then they are equivalent with respect to order-invariant sentences of
quantifier rank at most k, denoted A ≡≤

k B. This suffices because it means that quantifier
rank k order-invariant logic cannot be more expressive than quantifier rank k′ first-order
logic. Consider that the r-neighborhood of any element x for any r is simply {x}, and that
the radius r neighborhood type is characterized by the set Ix = {i ≤ n : Ui(x)}. There are
2n such sets I1, . . . I2n . For any (m1, . . .m2n) ∈ {0, . . . 2k}2n , there is a first-order sentence
which says that A ∈ Fσ has mi elements such that Ix = Ii. For any σ structure A, define
some linear ordering ≤A such that if x and y are elements of A, Ix = Ii, Iy = Ij , and i ⪇ j,
then x ⪇ y. A standard Ehrenfeucht-Fraïssé game argument shows that two pure linear
orderings with at least 2k elements are equivalent with respect to FO[k] [21]. Almost exactly
the same game argument shows that playing on these ordered σ structures is a win for the
duplicator as long as the structures are 1, 2k-threshold equivalent.

5 Epsilon-Invariant Logic

In this section, we explain epsilon-invariant logic, in which formulae are allowed to make use
of a choice function on the powerset of the universe as long as the truth value is independent
of the specific choice function. We will give upper bounds on epsilon-invariant logic both in
general and on classes of bounded degree, using the results of the previous sections for the
former. Finally, we give theorems which suggest further possibilities for upper bounds both
on epsilon-invariant logic and more traditional first-order invariant logics.

5.1 Collapse on Classes of Bounded Degree
We will give some background on what the epsilon in epsilon-invariant logic is. We define
an ϵ term in the language of σ to be an expression of the form ϵy(φ), where φ(x⃗, y) is a
first-order formula in the language of σ. We define the FO + ϵ formulae in the language of σ
to be the atomic formulae in the language of σ whose arguments may include ϵ terms, as
well as the closure of these under Boolean combinations and quantification. We define an ϵk
term as an ϵ term where φ has quantifier rank at most k and y⃗ has length at most K, and
FO + ϵk formulae are defined accordingly.

FO + ϵ formulae are evaluated over structures of the form (A, ϵ), where A is an element
of Fσ and ϵ is a function P(A) to A such that ϵ(X) ∈ X for X ∈ P(A) and X ̸= ∅, where
P(A) is the powerset of the domain of A. In other words, ϵ is a choice function on the
powerset of A. An ϵ term ϵy(φ(x⃗, y)) is evaluated as ϵ({a ∈ A : φ(a, b⃗) holds in A}) for b⃗ a
tuple of elements of A of the same length as y⃗.
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Now, finally, we come to the invariant half of the phrase epsilon-invariant logic:

▶ Definition 27. Let φ be an FO + ϵ formula. We say that it is ϵ-invariant if, in the same
way P-invariant sentences do not depend on choice of P structure, φ does not depend on the
choice of choice function ϵ. ϵk-invariance is defined analogously.

Just as we used Lemma 15 for bounding invariant logics defined in terms of presentation
schemes, we will use the following lemma to shorten proofs in which we bound epsilon-invariant
logic.

▶ Lemma 28. Let P be an R-presentation scheme on K ⊆ Fσ. If there exist a tuple of
variables z⃗ and a sentence ψ(z⃗) in the language of σ ∪ {R} such that for every FO[k] formula
φ(x⃗, y) in the language of σ with x⃗ of length k, there exists a formula Φφ(x⃗, y, z⃗) in the
language of σ ∪ {R} such that for every A ∈ K, every tuple a⃗ of elements of A of the same
length as x, every tuple c⃗ of the same length as z⃗ such that ψ(c⃗) holds in A, and every A′ ∈ P
with A′PA, Φφ satisfies
1. (∃!y)Φφ(z⃗, y, c⃗)
2. and (∀y)Φφ(⃗a, y, c⃗) → φ(⃗a, y),
in A′, then every ϵk-invariant elementary boolean query on K is a P-invariant elementary
boolean query on K.

Proof. The proof of this result is similar to that of Lemma 15. Expanding on that, we begin
by taking some ϵk-invariant sentence and taking its prenex normal form. we can replace the
occurrences of a term ϵ(φ(x⃗, y)) with a variable xφ, and then construct our formula in the
language σ ∪ {R}. We begin by fixing the parameters z⃗, then quantifying over the variables
of the actual formula, deciding on some xφ to be ϵ(φ) via Φφ and these former two sets of
variables, and finally evaluating the quantifier-free part of the modified formula using the
decided upon xφ’s. The full construction is detailed in Appendix C. ■

▶ Remark 29. There is a converse result for ϵ-invariant definability almost identical to
Lemma 15, except because an ϵk operator is not a first-order relation (it is a relation on
relations instead of on elements), it is not subsumed by that lemma.

Recall the Hanf threshold theorem (Theorem 3). Another famous notion of locality is
that of Gaifman [12], originally introduced for infinite models. The notion used in the finite
is an adaptation of Hella, Libkin, and Nurmonen [22]:

▶ Definition 30. Let Q be an unary query on K ⊆ Fσ, i.e., a boolean query on the set
of structures of the form (A, a) with A ∈ K and a an element of A. We say that Q is
Gaifman local if there exists an r such that for any such A and pair a, b of elements of A, if
tpA
r (a) = tpA

r (b), then Q(A, a) = Q(A, b).

We have the Gaifman locality theorem below for first-order logic, first shown by Gaifman
in the infinite [12] and then by Hella, Libkin, and Nurmonen in the finite [19].

▶ Theorem 31 (Hella-Libkin-Nurmonen). Every elementary unary query is Gaifman local.

(As with Hanf threshold locality, this fails even in weak logics such as FO(TC) [21], but
has in fact been shown to hold for order-invariant logic by [16].) Theorem 31 is important
in our context because it tells us that the arguments of ϵ are local, which allows us to use
local orders to bound epsilon-invariant logic on classes of bounded degree, as in the following
lemma.
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▶ Lemma 32. Let K be a subset of Fdσ, and let J ⊆ K be an ϵ-invariant elementary boolean
query. Then J is an O-invariant elementary boolean query on K.

Proof. We begin so as to make use of Lemma 28, showing instead that every ϵk-invariant
elementary boolean query is O-invariant elementary. We also make strong use of Theorem 31.
There are finitely many FO[k, k + 1] formulae φ(x, y⃗) up to equivalence. For fixed y⃗, each of
these is determined by the r-neighborhood type of x in the structure (A, y⃗) (i.e., with each
element of y⃗ given a constant symbol) for some r.

Thus, there is some fixed rk such that each φ depends only on the rk-neighborhood of x in
these pointed structures. By degree-boundedness, there are finitely many such neighborhood
types, which we label τ1, . . . τn, so each φ is a boolean combination of the φτi

which define
such neighborhood types. Thus, we can restrict our attention to defining choice functions for
the rk-neighborhood types.

For any neighborhood type τi of the pointed structures described above, either τi contains
one of the constants or it does not. If it does, then the linear order we will now describe
lets us select in a definable way a minimum element with that neighborhood type. y⃗ has
length at most k, so a local order ⪯ defines a linear order on BA

rk
(y1) ∪ . . . BA

rk
(yi) where i is

the length of y⃗. Specifically, this linear order has the elements of Aj = BA
rk

(y1) ∪ . . . BA
rk

(yj)
precede the elements of BA

rk
(yj+1) \Aj , and λrk

(x, y, z) orders each Aj internally.
We now explain the procedure when τi does not contain one of the constants. We define

ψ(z⃗), where z⃗ is a tuple including a variable zj,j′ for every j ≤ d · n(d, rk) and j′ ≤ n (recall
that a neighborhood of radius r in a structure of degree at most d has cardinality at most
n(d, r) + 1). ψ says that for every j′, either zj,j′ is distinct from zj′′,j′ for every j and j′ or
every element with rk-neighborhood type τj′ is equal to some zj,j′ . For each j′, we then can
take the least j such that zj,j′ is not in the rk-neighborhoods of any of the constants, and
select zj,j′ as the distinguished element of type τj′ . Note that such a zj,j′ must exist by the
Pigeonhole Principle. ■

We have shown that O-invariant elementary Boolean queries are elementary in Theorem 14,
so as a corollary of this lemma, epsilon-invariant logic collapses to first-order logic as well.

▶ Theorem 33. Let K be a subset of Fdσ, and let J ⊆ K be an ϵ-invariant elementary boolean
query. Then J is an elementary boolean query on K.

5.2 Other Capturings
In this section, we introduce a natural generalization of R-presentations to ρ-presentations
where ρ is a finite relational vocabulary. We show that the two are equivalent. We also define
ways to combine a family P1, . . .Pn of R1, . . . Rn-presentations. We show that we can use
these combinations to express ϵ-invariant sentences as P-invariant sentences, the latter of
which more finite model theoretic tools are amenable to.

▶ Definition 34. We will define a ρ-presentation of K ⊆ Fσ, where ρ is a finite relational
vocabulary, in the natural way (a subset of Fσ∪ρ such that every element of Fσ has an
extension). Elementarity is defined similarly.

▶ Lemma 35. Let ρ be a vocabulary ⟨R1, . . . Rn⟩, and let an be the arity of Rn. Then for
every ρ-presentation P of K ⊆ Fσ, there is an R-presentation P′ of K, where R has arity
aR =

∑
i≤n ai, such that every boolean query J ⊆ K is P-invariant elementary if and only if

it is P′-invariant elementary on K. Furthermore, this P is elementary if and only if P′ is.
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Proof. We will informally be using, for each i, ai of the inputs of R to code Ri. More
specifically, denoting

∑
j⪇i aj by si, for any A ∈ K and R1, . . . Rn such that (A, R1, . . . Rn) ∈

P, we define R on A such that R(x1, . . . xaR
) holds if and only if Ri(xsi+1, . . . xsi+1) for every

a. The proof of Lemma 15 generalizes immediately to ρ-presentation schemes, so we will
proceed so as to use this slightly modified lemma. First, for any A′ ∈ P we define a P′

structure on A′ ↾σ via the following formulae:

φR(x1, . . . xaR
) ≡

∧
i≤n

Ri(xsi+1, . . . xsi+1).

Similarly, we can define a P structure from a P′ structure, via the following family of formulae:

φRi
(x1, . . . xai

) ≡ (∀x1, . . . xsi
, xsi+1+1 . . . xaR

)R(x1, . . . xaR
).

The elementarity is similarly easy to show by simply defining the relevant formulae. Say
that P is defined by ϕ in the language of σ ∪ ρ. Then in a construction almost identical
to that of θ′′′ of Lemma 15, we can replace the occurrences of each relation in ρ with the
corresponding formula φRi

. A similar approach works in reverse to show that elementarity
of P′ implies elementarity of P. ■

▶ Remark 36. A lemma analogous to Lemma 15 can also be established for ρ-presentation
schemes, and indeed for ρ-presentation schemes and ϵ-invariant elementarity as in Remark 29.

The following definition introduces a method by which to combine several Ri-presentation
schemes into a single ρ-presentation.

▶ Definition 37. If P1, . . .Pn are respectively R1, . . . Rn-presentation schemes of K ⊆ Fσ, we
define their join P1 ⊕ · · · ⊕ Pn to be the ρ-presentation scheme such that (A, R1, . . . Rn) is in
P if and only if (A, Ri) is in Pi for every i.

If P1, . . .Pn are respectively R1, . . . Rn-presentation schemes of K ⊆ Fσ, then P1 ⊕ . . .Pn
is an elementary presentation scheme if and only if each Pi is elementary, by the same logic
as the proof of Lemma 35.

We introduce several classes of presentation schemes whose join will be closely related to
the expressivity of ϵ-invariant elementary and O-invariant elementary Boolean queries.

▶ Definition 38. Let a ternary relation C(x, y, z) be a local circular successor if when x in
A ∈ Fσ is fixed, C is a circular successor on the neighbors of x in G(A). Let C be the class
of C-presentations which are local successors.

Let a binary relation N(x, y) be a neighbor selector if for every x in A ∈ Fσ, there exists
exactly one y such that N(x, y), and y is a neighbor of x in G(A). Let N be the class of
N -presentations which are neighbor selectors.

Specifically, we prove that C ⊕ N-,ϵ, and O-invariant elementary expressibility are the
same.

▶ Proposition 39. If J is a boolean query on K ⊆ Fdσ, the following are equivalent:
(1) J is C ⊕ N-invariant elementary.
(2) J is ϵ-invariant elementary.
(3) J is O-invariant elementary.

Proof. We know that, by Lemma 32, (2) implies (3). It remains to be show, then, that (1)
implies (2) and that (3) implies (1). For the former, we proceed so as to use the lemma roughly
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described in Remark 36. That is to say, we define FO + ϵ formulae φC and φN (without
parameters, in fact) such that the former defines a circular successor and the latter defines a
neighbor selector. φN (x, y) simply says that the choice function ϵ chooses y from among the
neighbors of x in G(A) (as SA

1 (x) is definable). The latter abuses the fact that there are at
most d elements of SA

1 (x). An auxiliary distinguishes via ϵ some element x1 of SA
1 (x), then

distinguishes an element x2 of SA
1 (x) \ {x1}, then an element x3 of SA

1 (x) \ {x1, x2}, and so
on up to xd (or until xi where there are xi elements in SA

1 (x)). φC then says that xk+1 is
the successor of xk and that x1 is the successor of xi where i is the number of elements of
SA

1 (x).
For (3) implies (1), we proceed so as to use the variant of Lemma 15 described in

Remark 36. The neighbor selector will define the minimal element of SA
1 (x) with respect

to the local order, and because there are at most d elements of SA
1 (x), we can enumerate

them and recover a linear ordering from the circular successor. In slightly more detail for
the latter, we can do a similar construction to φC in that the neighbor selector distinguishes
some x1, and the local circular successor C distinguishes an xk+1 for any k (with k less
than the number of elements of SA

1 (x)). From this labeling, which can consist of at most
d elements, we get a definable local ordering where xi is less than xj if and only if i is less
than j. ■

The reader may have noted that simply containing the C⊕N-invariant elementary queries
in the O-invariant elementary ones would be sufficient, since trivially every elementary query
is an P-invariant or ϵ-invariant elementary query. However, the example illustrates several
important and generalizable points.

The first is that we are able to decompose O into C ⊕ N on classes of bounded degree.
This tells us that other classes may have such decompositions, such as L, or the class of
traversals T. As we will see later, combining simpler presentation schemes in this way can
give us an upper bound on the expressivity of epsilon-invariant logic in terms of presentation
schemes.

The second important principle, which the example does not directly illustrate, is that
decompositions like O into C ⊕ N can make it easier to use more traditional arguments
for invariant logics, especially to play games. Often when one wishes to show that every
P-invariant elementary query is elementary on some class of structures (classes of bounded
degree, say, or of bounded treewidth), one will show that for structures A and B such that A
is equivalent to B with respect to FO[f(k)] sentences with f some function ω to ω, then A
and B have presentations A′,B′ ∈ P such that A′ and B′ are equivalent with respect to FO[k].
This is the technique of [13] to show that successor-invariant logic collapses to first-order logic
on classes of bounded degree, the technique of [14] to show that two-variable order-invariant
logic collapses to first-order logic on classes of bounded degree, and so on. If K ⊆ Fσ is of
bounded degree, then the class of C-presentations (A, C) with A ∈ K and C a local circular
successor on A is also a class of bounded degree. This preservation of degree-boundedness
also holds for neighbor selectors. Thus, if we can use the technique above for each of C and
N independently on classes of bounded degree, then the technique can be used for their join
(thus bounding O). This is significant because these structures are much more flexible than
a full local order. It is possible that a similar technique could be used to bound invariant
logics on, say, classes of bounded tree-width.

We now introduce the presentation schemes which we will combine to upper-bound
epsilon-invariant logic, and show that this is indeed an upper bound.

▶ Definition 40. Let Z be a k+ 1-ary relation on A ∈ Fσ. We say that Z is a k, r, φ selector
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if for every list x1, . . . xk of not necessarily distinct elements of A, there is a unique y such
that Z(x1, . . . xk, y). Also, y is not in BA

r (xi) for any i, and φ(y) holds in A. We let Zk,r,φ
be the class of Z-presentations which are k, r, φ selectors.

▶ Proposition 41. Let J be an ϵk-invariant elementary boolean query on K ⊆ Fσ. Then J is
O ⊕

⊕
φ∈FO[k] Zk,rk,φ-invariant elementary.

Proof. The proof of this fact is very similar to that of Lemma 32. The difference is
that we cannot fix the sequence of elements with neighborhood types as parameters, both
because there are in general infinitely many rk-neighborhood types and because the radius
rk balls around a fixed number of elements might cover arbitrarily many elements of a given
neighborhood type. Thus, we use the k, rk, φ selectors to distinguish elements outside of the
relevant balls instead. ■

Of course, in this current form, we have something fairly unwieldy. However, on classes
of bounded tree-width or planar graphs, it stands to reason that this can be simplified and
used in a way analogous to C ⊕ N on classes of bounded degree.

6 Conclusions

We have established the collapses of local-order-invariant and epsilon-invariant logic on
classes of bounded degree, as well as answered several questions of Weinstein. We have also
introduced a way to decompose presentation schemes into simpler ones. Interesting avenues
for further investigation include the following.
1. Does local-order-invariant logic collapse on other tame graph classes? One way to study

this might be decompositions as above, but another might be to extend Theorem 10 to
said tame graph classes instead.

2. Can upper bounds such as these on epsilon-invariant logic provide us with separation res-
ults? It has long been open whether or not epsilon-invariant logic is equal in expressibility
to order invariant logic. Could we, for instance, answer this question by demonstrating
that order-invariant logic does not collapse to first-order logic on classes of bounded
degree?

3. Can we find decompositions of order- or traversal-invariant logic which might help us
prove upper bounds on those?
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A Section 3 Details

Proof of Lemma 11. First, we demonstrate the straightforward definition of φLO,ψ(R, x)
mentioned earlier:

φLO,ψ(R, x⃗) ≡ (∀x, y, z)(ψ(x⃗, x) ∧ ψ(x⃗, y) ∧ ψ(x⃗, z)) →
(
R(x, x)∧

(R(x, y) ∧R(y, x) → x = y)∧
(R(x, y) ∨R(y, x))∧

(R(x, y) ∧R(y, z) → R(x, z))
)
.

The construction of βr will be done inductively, but first, some setup. Let Vn denote
{x, y, x1, . . . xn}, and let Zn denote the set of tuples (z1, . . . zm) for m ≤ n, where each zi is
in Vn and there are j, k such that zj = x and zk = y. If for every R in σ, the arity of R is
aR, and amax = max({aR : R ∈ σ}), then we can define the edge relationship η in G(A) as
follows:

η(x, y) ≡ x = y ∨ (∃x1, . . . xamax)
∨
R∈σ
z⃗∈ZaR

R(z⃗).

From here, defining βr is simply the statement that there is a path in G(A) of length at most
r, which can be stated as follows:

βr(x, y) ≡
∨
r′≤r

(∃x1, . . . xr′−1)η(x, x1) ∧ η(xr−1, y) ∧
∧

i≤r′−2
η(xi, xi+1).

We will say that β0(x, y) will be defined as x = y. Now, strictly speaking, the full generality
of the definition of βr was not necessary; we could have simply defined β1 for the purposes
of the lemma. However, this definition will be useful for later proofs, so we put it here. We
can also define, from this, ϕr(x, y) ≡ βr(x, y) ∧ ¬βr−1(x, y), which says that y is in SA

r (x).
We now finally define the sentence which says that ⪯ is a local order:

(∀x, y, z, w)(¬ϕ1(x, y) ∨ ¬ϕ1(x, z) → ¬ ⪯ (x, y, z)) ∧ φLO,ϕ1(⪯, x).

■
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B Section 4 Details

Proof of Lemma 15. We now explain this in more detail. Let θ be a first-order sentence
in the language of σ ∪ {R}. Then converting to prefix normal form and then conjunctive
normal form yields a sentence

θ′ ≡ (Q1y1) . . . (Qnxyn)
∧
i≤j

∨
k≤l

ϕi,k(y1, . . . yn),

where each Qm is an existential or universal quantifier and each ϕi,k is either of the form
Ti,k(z⃗) or ¬Ti,k(z⃗), where Ti,k is a relation in σ ∪ {R} with arity aTi,k

and z⃗ is a tuple in the
set {y1, . . . yn}aTi,k . For each ϕi,k, define ϕ′

i,k such that
1. if Ti,k is R, then if ϕi,k is of the form T (z⃗) or ¬T (z⃗), ϕ′(x1, . . . xn, z⃗) is the formula φ(x⃗, z⃗)

or ¬φ(x⃗, z⃗) respectively, and
2. if Ti,k is in σ, then ϕ′

i,k is simply ϕi,k.
For sufficient x⃗, φ(x⃗, z⃗) defines a relation such that (A,φ(x⃗, z⃗)) ∈ P, so for sufficient choice
of x⃗, θ′ is equivalent to

θ′′(x⃗) ≡ (Q1y1) . . . (Qnyn)
∧
i≤j

∨
k≤l

ϕ′
i,k(x⃗, y1, . . . yn).

Finally, if x⃗ has length m, the P-invariant formula equivalent to θ is

θ′′′ ≡ (∀x1, . . . xm)φ′(x1, . . . xm) → θ′′(x1, . . . xm).

■

Proof of Lemma 21. We demonstrate that λr is first-order definable. We have already
shown how to define λ1. From λr we will define λ′

r+1(x, y, z) as follows:

λ′
r+1(x, y, z) ≡ (∃x1)(∀x2)βr(x, x1) ∧ η(x1, y) ∧ (βr(x, x2) ∧ η(x2, z) → λr(x, x1, x2)).

This breaks in some ways when y and z are in BA
r (x), but this does not matter, because we

will only use it when it is guaranteed that y and z are in SA
r+1(x). We will define several

cases, of which λr+1 will be a disjunction:

λ1
r+1(x, y, z) ≡ βr(x, y) ∧ βr(x, z) ∧ λr(x, y, z).

This says that both y and z are in the BA
r (x) initial segment, and as mentioned, are ordered

based on that. We also have the following:

λ2
r+1(x, y, z) ≡ βr(x, y) ∧ ϕr+1(x, z),

which says that y is in the initial segment and z is not, but that z is in SA
r+1(x). Before we

cover our final individual case, we introduce a part of it, which says that if x1 is the least
element which y and z are connected to (in the case where they are equivalent with respect
to λ′

r+1), y is less than z with respect to ⪯ (x1, y, z):

λ3′

r+1(x, y, z) ≡ (∃x1)(∀x2)βr(x, x1) ∧ η(x1, y) ∧ η(x1, z)
∧ ((βr(x, x2) ∧ (η(x2, y) ∧ η(x2, z))) → λr(x, x1, x2)).

Our final individual case, which defines the ordering of SA
r+1(x) as previously described:

λ3
r+1(x, y, z) ≡ϕr+1(x, y) ∧ ϕr+1(x, z)

∧ λ′
r(x, y, z) ∧ (¬λ′

r(x, z, y) ∨ (λ′
r(x, z, y) ∧ λ3′

r+1(x, y, z))).
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We finish with the definition of λr+1(x, y, z):

λr+1(x, y, z) ≡ λ1
r+1(x, y, z) ∨ λ2

r+1(x, y, z) ∨ λ3
r+1(x, y, z).

Finally, by the bounded diameter of K, there is some d such that for every A ∈ K and
every x in A, λd(x, y, z) defines a linear ordering on A. Thus, by Lemma 15, we have the
theorem. ■

Proof of Example 19. Fix k. For any Sk which is the graph of a permutation, the following
auxiliary formula says (for natural i) that a length k tuple (a1, . . . ak) satisfies am ̸= an for
m ⪇ n ≤ i, and that am = an for j, k ⪈ i:

φ′
i(a1, . . . ak) ≡

 ∧
m⪇n≤i

am ̸= an

 ∧

 ∧
m,n≥i

am = an

 .

The proper φ′ which we will invoke for the application of Lemma 15 is this one, which says
that each of the ai’s is a fixed point, that the tuple follows the φ′

i structure for some i, and
that b is not a fixed point:

φ′(a1, . . . ak, b) ≡ (∀x)

Sk(x, x) →
∨
m≤k

am = x


∧

∨
i≤k

φ′
i(a1, . . . ak) ∧

∧
m≤i

S(am, am)


∧ ((∃x)¬Sk(x, x) → ¬Sk(b, b)).

Now, we define the φ which completes our application of the lemma:

φ(a1, . . . ak, b, x, y) ≡([φ′
0(a1, . . . ak) ∨ (x ̸= b ∧ ¬Sk(b, y) ∧ x ̸= y)] ∧ Sk(x, y)) (1)

∨
∨

1≤i≤k
m⪇i

(
φ′
i(a1, . . . ak) (2)

∧ [(x = b ∧ y = a1) ∨ (x = ai ∧ Sk(b, y)) (3)

∨ (x = am ∧ y = am+1 ∧ am ̸= am+1)]
)
. (4)

Informally, this definition takes any fixed points and inserts them between b and its successor.
■

C Section 5 Details

Proof of Lemma 28. For any ϵ-invariant sentence θ ≡ (Q1x1) . . . (Qnxn)θ′(x1, . . . xn) with
θ′ quantifier-free, we replace every ϵ term ϵx(φ(x⃗, y)) in θ′ with a variable xφ, yielding a
formula θ′′(x1, . . . xn, x⃗φ, z⃗), where x⃗φ is a tuple containing xφ for every ϵk argument φ(x⃗, y).
Enumerating the possible arguments φ1, . . . φm (that there are finitely many up to equivalence
is a folklore result, see [21]), we write for our equivalent P-invariant sentence

θ′′ ≡(∀z1) . . . (∀zl)(Q1x1) . . . (Qnxn)(∀xφ1) . . . (∀xφm
)

ψ(z1, . . . zl) ∧

 ∧
i≤m

Φφi
(x1, . . . xn, xφi

, z1, . . . zl)


→ θ′′(x1, . . . xn, xφ1 , . . . xφm , z1, . . . zl).
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This suffices because the xφ’s are chosen for every x1, . . . xn only by the P structure and the
parameters z1, . . . zl. ■
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